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Abstract: This position paper reports on our ongoing developments towards the 
automated verification of software artefacts by parsing sentences on Behaviour-
Driven Development (BDD) stories. The solution we propose is based on different 
strategies for analysing the consistency of user requirements specified in BDD stories 
on task models, graphical user interfaces (GUIs), GUI prototypes, and domain 
models. We illustrate our solution through concrete examples and discuss its 
challenges and limitations. 
 
Keywords: Behaviour-Driven Development (BDD), User Requirements 
Assessment, Software Artefacts, Automated Verification. 

1 Introduction 
In recent years, User Stories [1] have been widely adopted, especially by agile methods, as an 
artefact allowing to specify user requirements in a simple, understandable, but yet automatable 
semi-structured natural language favouring effective communication between the different 
stakeholders. The use of scenarios in User Stories additionally provides, in a single artefact, 
the requirements specification along with the set of acceptance criteria which is required to 
assess whether the system behaves in accordance with such requirements. This strategy has 
been explored by agile methodologies such as Behaviour-Driven Development (BDD) which 
gave rise to a particular instance of User Stories, the so-called BDD stories [2]. 

Title (one line describing the story) 
Narrative: 
As a [role], I want [feature], So that [benefit] 
Scenario n: [title] 
Given [context], When [event], Then [outcome] 

Fig. 1. “BDD story” template [3]. 

A BDD story (Figure 1) is described with a title, a narrative and a set of scenarios representing 
the acceptance criteria. The title provides a general description of the story, referring to a 
feature this story represents. The narrative describes the referred feature in terms of the role 
that will benefit from the feature, the feature itself, and the benefit it will bring to the business. 
The acceptance criteria are defined through a set of scenarios, each one with a title and three 
main clauses: “Given” to provide preconditions for the scenario, “When” to describe an event 
that will trigger the scenario and “Then” to present outcomes that might be checked to verify 
the proper behaviour of the system. Each one of these clauses can include an “And” statement 



 
 
 Parsing BDD Stories for Automated Verification of Software Artefacts 

InterAVT 2020 3 / 9 

to provide multiple contexts, events and/or outcomes. Each statement in this representation is 
called “step”. 

By specifying the system’s expected behaviour through the use of examples, BDD stories 
carry important information about the system’s domain and about how the user is expected to 
interact with this system. This position paper reports on our developments towards a tool-
supported approach to parse these BDD stories and gather information to be automatically 
verified and assessed on different software artefacts in order to ensure consistency between 
them. Our motivation for this work resides in the fact that manual verification and software 
inspections are still the first approaches to verify the consistency between user requirements 
and such artefacts [4], although manually ensuring the consistency of software specification 
and its artefacts every time a requirement is introduced and/or modified is extremely time-
consuming and highly error-prone. Promoting automated verification is, therefore, a key factor 
to support assessment in an ever-changing environment. 

To achieve this goal, we rely on a previously developed ontology for describing common 
interactive behaviours on BDD stories [5], [6] which is currently used to support the 
assessment of user interface design artefacts (task models, GUI prototypes and web GUIs). We 
have been working on an extension of this approach to also cover the assessment of domain 
models, such as class diagrams. The final solution is expected to be integrated as an Eclipse 
plugin which would allow both the specification of the BDD stories and the upload of the 
respective artefacts being considered for assessment. That would allow a more straightforward 
integration with other Eclipse-based modelling tools. 

The next sections of this paper briefly illustrate, through concrete examples, the solution we 
propose for assessment on the different covered artefacts, besides discussing its challenges and 
limitations. 

2 Automated Verification of Software Artefacts 
The strategy we propose for automated verification of software artefacts [7] has been evolving 
since 2016 [8]–[11] and is based on an analysis, with the support of an ontology, of different 
elements specified in the BDD stories’ sentences depending on the artefacts being considered 
for assessment. Figure 2 illustrates the direct relationship between different elements from the 
BDD stories and the specific elements we verify in the targeted artefacts. In the example, a 
scenario for successfully withdrawing money from a current account is presented as a user 
requirement. 

The scenario states, in the user’s point of view and by means of an example, the resultant 
effect of withdrawing a certain amount of money. In the figure, the domain-specific behaviour 
“withdraw” is being detailed in the 5 interaction steps required to effectively conclude the 
respective action on the user interface of a given system. Thus, to complete the action of 
withdrawing money in a web system, for example, the user needs to reach the interface in 
which the transaction types are enlisted, select that he wants to withdraw money, select the 
current account as the type of account, inform the amount he wants to withdraw, and finally 
validate the operation by clicking on a button. 

Taking the example presented in Figure 2, from the domain-specific behaviours “Given my 
balance is $1000” and “Then my new balance will be $900”, balance can be identified as an 
attribute of the class Account, and from the behaviour “When I withdraw $100”, withdraw can 
be identified as an operation of the class Account. The set of interaction steps provides more 
information to be assessed on the other artefacts. For the first one (“When I go to ‘Transaction 
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Type’”), Transaction can be identified as a class, and Type as an attribute. For this step, a 
corresponding task can also be identified in the task model (“Go to Transaction Type”), as 
well as the interaction element Browser Window in the GUI. For the second step (“And I select 
‘Withdraw Money’”), Withdraw can be identified as an operation of the class Account, and 
Money as the argument passed when calling it. A corresponding task can also be identified in 
the task model (“Select Withdraw Money”), as well as the interaction element Vertical Tabs in 
the GUI. The other steps can be analysed in a similar manner. The identification of useful 
elements for assessment on each targeted artefact is discussed hereafter. 
 

 
Fig. 2. Tracing the elements from the steps to check the consistency with different artefacts. 

Task Models. Task Models (TM) provide a goal-oriented description of interactive systems. 
Tasks can be specified at various abstraction levels, describing an activity that has to be carried 
out to fulfil the user’s goals [12]. By manipulating task models, we can obtain scenarios that 
represent the valid interaction paths in the system. This characteristic is particularly useful 
when identifying test scenarios for the system. 
 

Step of Scenario Task Name 

When I set “Valid Departure Date” in the field 
“Departure Date” 

Set Departure Date 

Fig. 3. Formatting rule for assessing interaction steps and tasks. 

For assessing task models, we propose a sentence analysis of each interaction step (covered by 
the ontology) in the BDD stories following a pattern to identify potential tasks to be verified in 
the model. As task models are designed to support the multiple paths that users may 
accomplish to perform their tasks, assessing such models involves initially extracting the 
possible scenarios that are supposed to be tested. The equivalence of steps in BDD stories and 
tasks in scenarios extracted from task models is supported by the aforementioned ontology 
which encompasses a formatting rule as exemplified in Figure 3. Our tool applies such a rule 
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in order to verify whether a behaviour described in a step has an equivalent task to model it in 
the task model. 

This rule aims to eliminate unnecessary components of the step that do not need to be 
present in the task name. In the example, the component “When” refers to the transition in the 
state machine which is not addressed in a task model. The subject “I” signalizes that is the 
user who performs the task. Tasks models encompass the definition of user role, so the 
statement “I” refers to any users that might correspond to the role assigned to the task model. 
The verb “set” indicates the action that will be performed by the user, so it begins naming the 
task in the task model. The value “Valid Departure Date” indicates the test data domain that 
will be used to perform and test the task (in this example, any valid value for a departure date 
of a flight). This is an information which is not present in the task name. The sentence 
complement “in the field” just signalizes that an interaction element (a “field”) will be 
referenced in the sequence. Finally, the target field “Departure Date” indicates the name of 
the interaction element that will be affected by this task, so it composes the final name of the 
task to be assessed on the task model. 

After getting the name of the task to be assessed, we search for that task in the set of 
scenarios extracted from the task models and if it is found, we evaluate the position in which it 
has been found in the TM scenario comparing to the position of the corresponding step in the 
BDD scenario. Thus, we consider there is an inconsistency when (i) we do not find a 
corresponding task in the TM scenario to match the name of the corresponding step in the 
BDD scenario; or (ii) we find a corresponding task in the TM scenario but at a different 
position of the corresponding step in the BDD scenario. 
 
Graphical User Interfaces (GUIs) and GUI Prototypes. A GUI prototype is an early 
representation of a user interface. Prototypes are often used in an iterative design process 
where they are refined and become more and more close to the final GUI through the 
identification of user needs and constraints. By running simulations on prototypes, we can 
determine and evaluate potential scenarios that users can perform in the system [13]. Full-
fledged GUI versions are the source for acceptance testing and are used by users and other 
stakeholders to assert whether or not features can be considered as done. 

For assessing GUIs (both prototype and final versions), we propose a sentence analysis of 
each interactive step (covered by the ontology) in the BDD stories identifying (i) the 
interactive behaviour specified, and (ii) the affected interaction element. Each step is analysed 
as follows: 
 

 
Fig. 4. Structure of an interactive behaviour as specified in the ontology. 

An extensive set of interactive behaviours is modelled in the ontology describing how users 
are supposed to interact with the systems whilst manipulating graphical elements of the GUI. 
An example of behaviour specification is illustrated by Figure 4. The specification of 
behaviours encompasses when the interaction can be performed (using “Given”, “When” 
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and/or “Then” clauses – which corresponds to the context-event-action elements of a state 
machine), and which graphical interaction elements can be affected. Altogether, behaviours 
and interaction elements are used to implement the test of an expected system behaviour. In 
the example presented in the figure, the step “I choose ‘<value>’ referring to ‘<field>’” 
manipulates a “<value>”, which is associated with some test data; and a “<field>”, which 
refers to the interaction element supported by this behaviour, i.e., in this case, a Radio Button, 
a CheckBox, a Calendar, or a Link. Thus, we consider there is an inconsistency when steps are 
specified using interactive behaviours that are semantically inconsistent with the affected 
interaction element on the GUI, such as a selection to be made on a button, for example. 
 
Domain Models. A domain model is a visual representation of conceptual classes or real-
world objects in a domain of interest [14]. Class diagrams are among the widest used type of 
domain models in software engineering. It describes the structure of a system by showing the 
system’s classes, their attributes, operations (or methods), and the relationships among objects 
[15]. Our strategy for assessing class diagrams as domain models is based on parsing the 
sentences of a BDD story trying to semantically identify elements that should be present in a 
class diagram. For that, we follow existing heuristics proposed by different works in the 
literature on natural language processing for requirements engineering and software modelling. 

 
Table 1. Heuristics for parsing natural language requirements (adapted from Lucassen et al. [16])

Rule head (if) Rule tail (then) 
Entities 
Noun Potential entity 
Common noun Entity 
Sentence subject Entity 

Compound noun Take compound together 
to form entity 

Gerund Entity 
Non-hierarchical relationships 
Verb Potential relationship 
Transitive verb Relationship 
Verb (phrase) linking 
the subject and an 
object 

Relationship 

Verb followed by 
preposition 

Relationship including 
preposition 

Noun–noun 
compound 

Non-hierarchical 
relationship between 
prefix and compound 

Hierarchical relationships 

Verb “to be” Subjects are children of 
parent object 

Head of noun–noun 
compound 

IS-A relationship between 
compound and head 

Rule head (if) Rule tail (then) 
Attributes 

Adjective Attribute of noun phrase 
main 

Adverb modifying a 
verb 

Relationship attribute 

Possessive apostrophe Entity attribute 
Genitive case Entity attribute 
Verb ‘‘to have’’ Entity attribute 
Specific indicators 
(e.g., “number”, 
“date”, “type”, ...) 

Entity attribute 

Object of 
numeric/algebraic 
operation 

Entity attribute 

Cardinality 
Singular noun 
(+definite article) 

Exactly 1 

Indefinite article Exactly 1 
Part in the form 
“More than X” 

X..* 

Indicators many, each, 
all, every, some, any 

??..* 

  
 
Most of these works rely on Stanford Parser [17] and WordNet [18]. The Stanford Parser 
parses sentences in different languages and returns a phrase structure tree (PST) representing 
the semantic structure of the sentence. WordNet is a large lexical database of English which 
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groups nouns, verbs, adjectives, and adverbs into sets of cognitive synonyms, each 
representing a lexicalized concept. By using these tools, Soeken et al. [19] propose a specific 
set of heuristics for BDD stories in order to identify class diagram elements by parsing their 
sentences. The authors claim that (i) regular nouns in sentences usually are realized as objects 
in the system, and therefore, they can be represented by classes; (ii) adjectives usually provide 
further information about the respective objects. Thus, they can be represented by attributes of 
classes; and (iii) verbs usually describe actions in a scenario and can therefore be represented 
by operations of classes. Additionally, they provide information about when an operation is 
called and by whom. 

Other authors have provided more refined heuristics to identify conceptual elements from 
general requirements in natural language. A comprehensive list of these heuristics is presented 
in Table 1 adapted from Lucassen et al. [16]. We are currently analysing such heuristics to 
identify to which extent they fully apply for parsing BDD stories as well. We are also 
investigating the tools Visual Narrator [16] and ReDoMEx [20] which apply a given subset of 
these heuristics to generate models. Visual Narrator generates an ontology as a conceptual 
model from ordinary User Stories, and ReDoMEx generates a class diagram as a domain 
model from, according to the authors, unrestricted natural language requirements. After 
identifying the conceptual elements, the idea is to point out an inconsistency whenever such 
elements cannot be found in the class diagrams under assessment. 

3 Challenges and Conclusions 
We have conducted preliminary case studies with this approach using task models [21], GUI 
prototypes [22] and final GUIs [23]. Below, we summarize the main challenges, limitations 
and lessons we have learned so far. 

Comprehension of BDD stories. As this approach is expected to benefit a wide range of 
stakeholders involved with software requirements, verification and testing, one of the main 
challenges is to ensure that BDD stories are well understood and effectively used by the 
different stakeholders involved in the project. In a previous study [24], we have preliminary 
evaluated (i) the comprehension of the BDD story template by potential Product Owners 
(POs), and (ii) their ability to effectively use the set of predefined interactive behaviours to 
specify their own user requirements. Although the participants have followed different 
specification strategies, we observed an overall high level of adherence to the proposed set of 
interactive behaviours. The results also pointed out a wide use of domain-dependent 
behaviours, with the interactive behaviours defined by the ontology being, to some extent, 
reproduced by the participants even without prior training in the adopted vocabulary. Further 
studies, however, are still needed to evaluate how useful the proposed vocabulary is to specify 
user requirements for real software projects in industry involving different stakeholders. 

Relevance of artefact maintenance. This approach benefits from the independence for 
assessing artefacts, i.e. the assessment can be conducted in an independent manner, for 
example, only in a subset of the artefacts under development or being considered at a given 
time. In theory, the approach is also well suited to run within any macro software development 
process, but the maintenance and evolution of the targeted artefacts must make sense in the 
context of the project. We acknowledge that for some projects, especially in the agile context, 
artefacts resultant from modelling activities are only used to clarify and agree upon a common 
understanding of user requirements and are not kept or evolved in practice. Naturally, for these 
cases, this approach has limited value. 
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Flexibility and artefact coverage. So far, we are only covering the assessment of task 
models modelled with the HAMSTERS1 notation and tool, GUI prototypes designed with the 
Balsamiq2 tool, and web GUIs developed under whatever technology for the presentation 
layer. The approach, however, is domain-independent, i.e. the interactive behaviours described 
in the ontology (such as clicks, selections, etc.) are the same regardless of the software 
business domain, and the architecture is flexible enough to accommodate new notations and 
tools in the future. A limitation is that even with the ontology mapping synonyms for some 
specific behaviours, it does not provide any kind of semantic interpretation, i.e. the behaviours 
must be specified exactly as they were defined. At first glance, nonetheless, the restricted 
vocabulary seems to bring less flexibility to designers, testers, and requirements engineers, but 
at the same time, it establishes a common vocabulary, avoiding the typical problems of 
miscommunication, ambiguity, and incompleteness in requirements and testing specifications. 

Variety of inconsistencies identified. We identified a wide range of inconsistency 
problems when running the approach in preliminary case studies. While simple inconsistencies 
such as differences in names of tasks and fields are easy to be solved, conflicts between 
specification and modelling along with different specification strategies for task models 
compose a more critical group of problems and must be prioritized. Concerning the GUIs, the 
presence of semantically inconsistent elements, the presence of more than one element to 
represent the same field, and fields already filled-in on web GUIs are also critical groups of 
problems and denotates inconsistencies that exposes important design errors. Finally, we are 
still working on case studies to evaluate our strategy for assessing domain models. 
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