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Abstract: A conventional Content Distribution Network (CDN) has atistatruc-
ture, therefore, it is not an effective solution tflash crowd that is a rapid increase
in server load caused by a sudden access concentration. W/gittgposed an adap-
tive CDN, FCAN (Flash Crowds Alleviation Network), whichages its structure
dynamically against flash crowds. In this paper, we verifyARCn a real world-
wide network. Through some experiments, we confirmed th&N&chieves load
distribution effectively.
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1 Introduction

A Content Distribution Network (CDN) has attracted attens as an alternative model to Client/
Server (C/S) Model. CDN is a network consisting of geogrealty distributed servers. How-
ever, a conventional CDN has a static structure, so thamibisan effective solution to #iash
crowd i.e. a rapid increase in server load caused by a suddensazmesentration.

We have proposed an adaptive CDN, FCAN (Flash Crowds AlieviaNetwork), which
changes its network structure dynamically against flasiva@so[l, 2]. In this paper, we ver-
ify FCAN on a real world-wide network.

This paper is organized as follows: Section 2 provides & brierview of flash crowds. Sec-
tion 3 presents an overview and the characteristic funstai-CAN. Section 4 describes exper-
imental evaluations of a simple prototype. Section 5 sunresisome related studies to alleviate
flash crowds. Section 6 contains some concluding remarks.

2 Flash Crowds

The term “flash crowd” was coined in 1973 by a science fictioitemiLarry Niven in his short
novel “Flash Crowd” B]. In the novel, cheap and easy teleportation enabled teti®oands of
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people worldwide to flock to the scene of anything intergstilmost instantly, incurring disorder
and confusion.

The term was then applied to similar phenomena on the Intémrtbe late 1990’s. When a
Web site catches the attention of a large number of peogjetstan unexpected and overwhelm-
ing surge in traffic, usually causing network saturation sexder malfunction, and consequently
making the site temporarily unreachable. This is the “flaslivd” phenomenon on the Internet.

We call the content which attracts attention of cliehtd content Below are characteristics
and incidents of flash crowds.

Through analyses of real trace§ p], some significant characteristics can be concluded as
follows:

e The increase of the request rate is dramatic but relativeghort duration. A flash crowd
lasts as long as the attention span of the concerned audfemtehours to days, which is
relatively short compared to the life span of a Web applicati

e The volume of request increases, while rapidly, is far frastantaneous. In the case of
the Play-along TV show, the rate increase continued for b before it reached its peak.
Another case, the September 11, 2001 event, resulted ingsiv@dsad on the CNN Web
site which doubled every 7 min., finally reaching a peak ofi2@s higher than the normal
load [6, 7].

e Network bandwidth is the primary constraints bottleneck?UCmay be a bottleneck if
the server is serving dynamically generated contents. mgtamce, on the morning of
September 11, dynamic pages on the MSNBC news Web site cexdsd®nd% of “500”
(server busy) error code8][ However, MSNBC quickly switched to serving static HTML
pages, and the percentage of the error status codes drapgett. Observations also
revealed that network bandwidth became the primary cdnstrattleneck, and the closer
paths are to the server, the worse they are affe@gdlIf is reported that modern PCs
could sustain more network throughput than 1 Gbps whenrsgistatic files 9], while
the network bandwidth of a Web site is typically much lowEd][

e A small number of content, less than 10%, is responsible lfange percentage of requests,
more than 90%. For instance, the MSNBC traces from Septehibsinowed that 141 files
(0.37%) accounted for 90% of the access, and 1086 files(9.8%%9% of the access].
Moreover, the set of hot contents during a flash crowd tendi® temall to fit in a cache.
This is a promising result implying that the caching of th&8& contents can be a solution
to flash crowds. We also observe that this “10/90” rule ofneziee follows the Zipf-like
distribution, in which the relative probability of a requésr thei’'th most popular content
is proportional to 1i? [11]. This property distinguishes flash crowds from attackficaf
which is generated automatically by “bots”.

e Over 60% of content is accessed only during flash crowds. ditiad, among the 10%
hot contents, more than 60% are new to being cached. Fonoesté1% of contents were
uncached in the Play-along case, and 82% in the Chile d&eThis implies usual Web
caches may not provide the desired level of protection. taveequested contents at the
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Figure 1: Accesses to the web server of “LIVE! ECLIPSE 2006”

beginning of a flash crowd. forwarded to the origin server.uldde served from the
caches, a large number of initial cache misses will be paridine.

e The number of clients in flash crowds is commensurate withiéhaest rate. This feature
can be used to rule out malicious requests. During a flashd;repikes in requested
volumes correspond closely with spikes in the number ohtdi@ccessing the site. The
increase in traffic volume occurs largely because of theeame in the number of clients,
and most requests come from a large number of client cludtenwever, because a server
usually slows down during a flash crowd, per-client requatts are lower than usual.
This indicates that legitimate clients are responsiblegterperformance of a server.

Sudden events of great interest trigger flash crowds, whethaned or unplanned. Planned
ones include such as Internet broadcast, distributionraf\pattern files, and update of software.
Although coming of a flash crowd can be predicted, it is diffitm estimate its scale. Unplanned
ones include such as a news web site upon a major incidenta aneb site referred from a
popular site. We cannot predict coming of flash crowds. Fan®le, the terrorist attack of
September 11 (2001) caused flash crowds on CNN web site, asormmezh earlier. Figurel
shows the traffic volume of web site during the solar eclipssgeld on a real access log provided
from “LIVE! ECLIPSE 2006" [12].

3 FCAN

In this section, we present an overview and characterigtictions of our FCAN.
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3.1 Overview

CDN and Peer-to-Peer (P2P) are widely used for contentatg/ihowever, any model has not
been an effective solution to flash crowds.

e A conventional CDN has a static structure, therefore itfeatiive if the server load stays
high. However, the system gets waste of resources if theskrad is low, and it cannot
work if the load exceeds the prediction.

e |tis difficult to predict when a flash crowd comes. Therefarés waste of resources that
content provider enlarges its CDN in advance. Individual aan-commercial web sites
can seldom get help from CDN when they suffer flash crowds.

e A P2P model has an advantage in scalability, however, itslaekability and security
when it is composed of clients. Furthermore, it is not tramept to clients.

FCAN is an adaptive CDN which takes the form of C/S or CDN dejgg on the amount
of accesses from clients. Specifically, in the C/S mode, @esqrovides contents to clients as
in a traditional C/S. In the CDN mode, when the server detdescoming of a flash crowd,
volunteer cache proxies in the Internet construct a tenmpdtaP network and provide the con-
tent on behalf of the server. These volunteer proxies amited in advance out of providers
and organizations. In case servers in such providers arthiaagions suffer from flash crowds,
they will be helped by other volunteer proxies. FCAN is buiion this mutually-aiding policy.
Figure2 shows an overview of FCAN.

3.2 Content Sharing

The proxy network is a pure P2P network. Therefore, it is lygidault-tolerant and scalable.
Unlike traditional P2P systems, it does not include clidnts the network itself in order to
assure reliability and security.

The hot content is first pushed to a proxy network from theesamhen the network is formed.
FCAN employs PROOFSLB] searching algorithm. If a cache proxy gets a hot conteniesty
from a client and does not have the content, the proxy begm$ PP search. It selects several
neighbor nodes at random, and sends search queries to themitTeplies the requested content
to the client if the content is copied from any other node.iBwa flash crowd, a small number
of content is responsible for a large percentage of requsstthat it is able to alleviate traffic
congestion in proxy network and to prevent an access comtimt on the server by sharing hot
contents among cache proxies.

A cache proxy which received a search query decreases theditive (TTL) value by one
if it does not have requested content. Then it discards tleeyqfi TTL is zero, otherwise it
forwards the query to random neighbor nodes. A big value df Tduses unnecessary packet
flooding in the proxy network because queries are duplicatedexponential fashion, while a
small value of TTL limits the searching scope. To assure timtent hit rate, FCAN sets a small
TTL at first, and increments it each time a query fails, follogvthe technique of Expanding
Ring [14]. Figure3 shows an outline the P2P search where the TTL value and tbatfare set
to 2.
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Figure 2: FCAN overview

3.3 DNSRedirection

FCAN uses DNS-based redirection, i.e. the authoritativeSB¥&rver redirects an access to an
appropriate node depending on the network structure. I€fBemnode, all accesses are directed
to the server, while in the CDN mode, accesses are rediréatadhode in the proxy network.
This change of redirection is done by dynamic update of thesDétord, and alleviates and
distributes the server load in the entire network. Figéirehows an outline of client access
redirection in FCAN.

We use TENBIN [L5] for the authoritative DNS server, because it is a highgrenfince DNS,
it allows server selection policies to be changed dynatyicaihd it allows DNS lookup entries
to be changed dynamically.

3.4 Structure Transition

The server and the cache proxies in the proxy network alwaysitor the amount of accesses
they receive from clients and evaluate the load of the nééwbne system switches to the CDN
mode if all nodes’ loads are higher than a certain threslamid,switches back to the C/S mode if

Content Q

Holder
2. Cc:y @ O
3. Provide /
O=—0O O
Client " T Request. Cache\ O
Proxy O—> O

Figure 3: P2P search in proxy network
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Figure 4: DNS redirection

lower. Each cache proxy sends its own load information ts#reer periodically, and the server
determines whether to perform structure transition.

We use two thresholds to prevent “thrashing” between thenhode. The threshold for tran-
sition from the C/S mode to the CDN mode is set to higher tharotie for transition from the
CDN to C/S.

During the flash crowd, the volume of requests increase,ewtibidly, is far from instanta-
neous, so that there is time to perform structure transition

In peaceful times, the conventional C/S architecture fsagisnost of the client requests. A
server and cache proxies, both of which comprise FCAN, tle fihore than what normal ones
do. When a flash crowd comes, the server detects the increasdfic load. It triggers a subset
of the proxies to form an overlay, through which all requestsconducted. All subsequent client
requests are routed to this overlay by DNS-based redirectithe subset of proxies is not large
enough to handle the amount of requests, new proxies atedmand the overlay is enlarged.
When the flash crowd declines, some proxies leave, so thattréay shrinks and is eventually
released.

The server-side procedure is outlined as follows: (1) Selacsubset of proxies to form a
CDN-like overlay of surrogates; (2) Triggers an update offddcords to change the look-up en-
tries of the Web site from the server’s address to those giittedes, so that subsequent requests
are gradually redirected to the proxies along with DNS pgagian; (3) Disseminates (“pushes”)
the flash-crowd object to the selected proxies, because tmame60% of the flash-crowd objects
are uncached prior to the arrival of the flash crowd, as meaticabove; (4) Prepares to col-
lect and evaluate statistics for the object from the invblpeoxies, so as to determine dynamic
reorganization and release of the overlay.

The proxy-side procedure is outlined as follows: (1) Chanig® mode from a proxy to a
surrogate (or, in the strict sense, a mixed mode of a forwesgypand a surrogate); (2) Stores
flash-crowd objects permanently, which should not expité tine flash crowd is over; (3) Begins
monitoring the statistics of request rate and load, andrtieygothem to the server periodically.
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When the member server detects the leaving of the flash crtvedinvolved proxies are
dismissed one by one with the following procedure: (1) Theeseupdates the DNS records; (2)
The server notifies the proxy to be dismissed; (3) The proxangbks its mode from a surrogate
to a proxy.

The CDN-like overlay transits back to the normal C/S mode rwhk the proxies are dis-
missed. They are not all dismissed at once, since the lowrnuoagdbe just temporary, and the
system should therefore remain in the anti-flash-crowd nfioda while.

4 Experimentsand Evaluation

We conducted some preliminary experiments on a real netwdlka prototype of our system.
In this section, we present the experiment environmentdasdribe results and the evaluations.

In our experiments, we borrowed some hosts from univessiied companies around the
world, and uses them as a server node, proxy nodes, and iotides. Tablel summarizes the
hosts’ profiles and their roles in the experiments. In theokthis section, a name of the country
implies the host in the country.

In the experiments, thresholds for load detection are detieéorehand based on some expe-
riences. Workloads on th real Internet varies, and autaenaatil dynamic configuration of the
thresholds is difficult. We suppose they may be configureédbas the server capacity and the
network bandwidth around the server.

Figure 5 shows access logs of the nodes. We compared traffic volumdéiseoserver with
FCAN and without FCAN in Figures. Structure transition to the CDN mode occurred at the
120th second and to the C/S mode occurred at the 420th seddwdtraffic volume dropped
at the transition in the system with FCAN, while it continuedreasing in the system with-
out FCAN. We, therefore, confirmed that structure transiticas performed as a result of the
increase of client requests, and FCAN achieved dynamichedahcing.

Figure5 also shows that the authoritative DNS server redirectedsses to appropriate nodes
depending on the network structure. All the requests fraents were not directed to the server

Table 1: Hosts used in the experiments

Role Country (Affiliation)

Server Japan (Saitama University)

Cache Proxy| Greece (Aristotle University of Thessaloniki)
USA (University of California-Irvine)

Australia (The University of Melbourne)

Client Austria (University of Innsbruck)

China (Beihang University)

Germany (Hochschule Furtwangen University)
Japan (Saitama University)

DNS Japan (Saitama University)
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Figure 5: Access transitions on each node

but to the proxies in the CDN mode, and vice versa in the C/Senafter the 420th second.

Table 2 shows the amounts and ratios of redirected accesses to aelod proxy during the
CDN mode. It must be ideal that ratios of redirected accesstt®e proxies would be equal, be-
cause the DNS redirected requests in the round-robin faskiowever, Tabl® shows accesses
from Germany were mostly redirected to USA.

A similar phenomenon was observed regarding Austria. Adkases were redirected to the
server correctly in the C/S mode. However, in the CDN mode fitist access was redirected to
Australia but all the subsequent accesses were redirectd8A.

In these experiments, the time-to-live (TTL) value of the ®kecords was set to zero in
order to cancel the cache effect for address resolution th@lDNS servers in the world. The
phenomenons above implies that there must be some DNSsspraewhere in the world which
neglect the TTL value and make caches of the address resohititheir own discretion. This
phenomenon was analyzed to some extent elsewhéfe [
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5 Related Works

In this section, we summarizes some researches to alldlagtecrowds. These researches are
divided into three categories: server-layer, intermediayer and client-layer solutions, accord-
ing to typical architectures of networks.

Server-layer Solution: Systems in this category form delivery networks on senag similar
to conventional CDNs. This is a costly approach. The systarasinefficient on and
difficult to deal with short-term Internet congestion. CDMmwDynamic Delegation]0]
and DotSlash]7] are in this category for example.

Intermediate-layer Solution: Systems in this category let proxy servers work together for
load balancing. Proxies in the system are mostly voluniesrd often less powerful than
servers in the server-layer solution, however cachingriecies help to alleviate server
load during flash crowds by filtering out repeated requests fgroups of clients which
share a proxy cache. Multi-Level Cachintg], BackSlash 19] and CoralCDN PQ] are
in this category. FCAN is basically included in this catggas well, however FCAN has
extensions with some dynamic and adaptive features.

Table 2: Amounts and ratios of redirected accesses

Cache Proxy
Client Greece | USA | Australia
China|| 55 (33.95 %)| 47 (29.01 %)| 60 (37.04 %)
Germany|| 42 (25.93 %)| 86 (53.09 %)| 34 (20.99 %)
Japan| 55 (43.65 %)| 44 (34.92 %)| 27 (21.43 %)
Total || 152 (33.78 %)| 177 (39.33 %)| 121 (26.89 %)
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Client-layer Solution: Systems in this category make clients help each other innghaon-
tents so as to distribute the load burden from a centralizeces Clients form P2P over-
lay networks and use search mechanisms to locate resoditisss a costless approach.
However, it is difficult to manage and control the clients] &m make the system reliable,
secure and transparent to users. CoopR#tdnd PROOFS are in this category.

6 Conclusion

To handle flash crowds effectively, FCAN adoptaucture transitionwhich changes its network
structure adaptively depending on the amount of accessesdiients. In our preceding studies,
we examined FCAN only in simulation. In this paper, we aiméaeamining FCAN on a
real world-wide network. Through some experiments, we covdd that FCAN achieved load
balancing and handled flash crowds effectively.

We are still at a starting point toward practical impleméotaand promotion of FCAN. Fu-
ture research directions include: (1) adaptive resizinthefproxy network on the world-wide
environment, (2) more effective access redirection, pbsdiased on the locations of clients,
and (3)adaptive distribution of not only static contentsddso stream contents.
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