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Abstract: This publication aims to highlight aspects of good practices from the ar-
eas of testing, documentation, and workflow management to improve existing code
in Research.

Applying these practices helps to make the scientific results obtained with the soft-
ware easier to reproduce, as the codebase is easier to understand (thanks to docu-
mentation) and it is ensured that the code works as expected (thanks to automated
testing). As codebases grow larger, workflow management for automated testing is
also needed in order to keep the development cycle fast.
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1 Introduction

The usage and importance of software has been noted in nearly all fields of science. Scien-
tific software is also becoming more and more complex as the requirements become more de-
manding, and this underlines the importance of following good (Research) Software Engineering
techniques to manage the increasing complexity. As Research Software Engineering has many
different aspects, this publication puts a focus on three areas that help to deal with increasing
complexity in software, where the authors think more emphasis should be put on in everyday
development, namely how to write documentation, how to test (automatically) and how to de-
sign and manage automated testing workflows. These aspects complement each other well and
should not be interpreted to exclude or contradict each other.

Although many of the aspects highlighted in this publication also apply to software in general,
some are especially relevant to scientific and research software. Documentation of scientific code
often represents a possible entry point to understand a scientific subject. High turnover rates in
academia also require software to be well documented so that research projects depending on it
can survive the departure of developers. Proper automatic testing is also known to be crucial in
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that regard, as it helps to ensure that the inevitable modifications needed to keep research soft-
ware alive do not break features previously implemented. For an introduction to the peculiarities
of Research Software Engineering compared to Software Engineering, please also have a look at
[Lam23] and [CH24].

This publication does not aim to give detailed insights in the latest corner cases of the presented
topics, but rather aims to emphasize the basics and how and where to start when including them
in the practice of Research Software Engineering.

2 Documentation

In this Section we present a survey of the tooling and resources available to develop and distribute
documentation, and a discussion of the challenges in maintaining it.

In particular, we will briefly discuss (or give references about) various aspects regarding doc-
umentation, i.e.:

• best practices in writing it;

• the file formats that are typically used;

• a selection of the tools that are typically used to produce it;

• the services available to host it online and their capabilities;

• problems and techniques in the automatic test of documentation.

2.1 Best practices in writing maintainable documentation

Documenting code efficiently and effectively is an important problem for which numerous tools
have been developed and many guides have been written, also available online. A succinct yet
useful introduction to best practices in writing documentation is maintained by the “Write the
Docs” community [wri] and a practical tutorial is also part of the core offering of CodeRefinery
[Cod]. As an example of the relevance of the topic in the deRSE community, Jessica Mitchell’s
talk [Mit] as part of the HiRSE PS seminar series also describes challenges and best practices.

The consensus is that writing documentation once is not sufficient, and resources must be
allocated during the lifetime of the software to also maintain the documentation, in addition to
the software itself [wri]: this means that it is very important to adopt strategies that reduce the
maintenance cost. To this aim, documentation should be automatically tested whenever possible
(see Section 2.5), and excessive documentation should be considered a liability, not an asset
(as is typically said about code[Ott]): giving descriptive names to entities in your code should
be preferred to using code comments [MC09]. For a better traceability of the provenance of
information (which can also be important for maintainability), links to existing materials should
be always included when appropriate, and rewriting existing material should be avoided1. On the
other hand, the minimalistic approach necessary to maximize maintainability might conflict with

1 From the agile manifesto: “Simplicity - the art of maximizing the amount of work not done - is essential.” (Accessed
2024-05-17)
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didactic purposes (which typically require adapting and combining existing material to optimize
learner performance) and, more in general, it is actually a good practice to tailor documentation
to the intended audience [wri] (that can be either Research Software Engineers interested in
extending the software or scientists interested in using it without modifications).

As a great example, the deal.II PDE/FE library [ABD+21] includes a tutorial that can be
viewed in multiple ways. The tutorial is composed of source code examples that are very clearly
and didactically commented, and can be studied and modified by a practitioner in their editor.
Two additional views of the documentation are also available: an HTML view for better readabil-
ity in a browser, which can be appropriate when studying the underlying numerical methods, and
a view where the source code has been automatically stripped of all the comments which can be
appropriate for a user that already knows the numerical techniques and just needs to understand
how to use the library. The HTML view is also available at the dealii.org website2.

For users that need to either debug, extend or use the software beyond its originally intended
applications the test suite represents a useful source of documentation that is by necessity more
rigorous than usual documentation needs to be. A similar role is taken by a suite of examples
that can be executed (e.g., see the CUDA samples repository3).

When developing software from scratch, an alternative approach named Tutorial Driven De-
velopment[Woo] has been proposed, where documentation is written before the code in the form
of a tutorial that is used as a communication vehicle between researchers and Research Soft-
ware Engineers developing the software, and acts as an integration test (this technique has been
likened to user-centered design). The Tutorial Driven Development approach in particular can
benefit from the use of specific tools which will be described later. In addition to the maintain-
ability increase which is also common with Test Driven Development, this approach can lead to
a software design which is a better fit to the real needs of the user.

In general, a structural match between the semantics of the content being conveyed and its
textual representation is desirable. In addition to proper paragraph and file/chapter segmentation
that applies also to non-technical writing, a practice that is often suggested is the use of Semantic
Line Breaks ([Rho],[Mat]), a best practice that can be traced back to early Unix user guides [Ker].

2.2 Formats

Documentation can be written using many different formats. In the Docs-as-Code approach
documentation is written using tools that can be well integrated into the software development
workflow and can be easily processed by documentation generation tools.

For this reason, usually plain-text formats (as opposed to, e.g., .doc or .odt) are preferred.
The two mostly used formats for documentation are MarkDown [GS] and reStructuredText

[Goo] (also abbreviated as ReST).
MarkDown is focused on direct writability and readability, making processing and structure a

second class priority (from [GS]):

The overriding design goal for Markdown’s formatting syntax is to make it as read-
able as possible. The idea is that a Markdown-formatted document should be pub-

2 https://dealii.org/developer/doxygen/deal.II/Tutorial.html
3 https://github.com/NVIDIA/cuda-samples
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lishable as-is, as plain text, without looking like it’s been marked up with tags or
formatting instructions.

The specification of the syntax is simple on purpose and relies on embedded HTML for more
advanced features (from [GS]):

HTML is a publishing format; Markdown is a writing format. Thus, Markdown’s
formatting syntax only addresses issues that can be conveyed in plain text.

For any markup that is not covered by Markdown’s syntax, you simply use HTML
itself.

Due to this limitation, the format has been extended by many different flavors that handle differ-
ent features more natively (e.g., tables, mathematical formulae, code examples), and this has led
to a fragmentation of the use cases, which has anyway not hindered adoption4. Different flavors
of Markdown are in use in different communities, depending on the tool chain used. There are
efforts to create a standard version of Markdown, for example CommonMark [M+].

ReStructuredText instead trades writability for control, is properly standardized, includes a
proper extension mechanism, and it has been widely used in the Python community (its reference
implementation is a component of the Docutils framework).

It must be noted that both text formats can typically be used in code comments and docstrings
that can be automatically processed by documentation generation tools to produce, for example,
API references. This possibility is supposed to facilitate keeping documentation and code in
sync, and to ease writing documentation in the first place as developers do not need to switch to
a separate documentation file and to another tool chain.

Automatic conversion of documents from one format to another can be possible via Pandoc
[Maca]: this makes it possible, e.g., to write documents in the most convenient form (typically
Markdown) and have it converted to PDF (via *tex) or HTML.

There are some documentation formats that are tool-specific and will be briefly mentioned in
the description of the corresponding tool.

Different Markdown flavors and ReST support mathematical formulas. In many Markdown
flavors mathematical expressions can be rendered correctly when enclosed between dollar sign
$ delimiters (for inline expression) or in a code block marked with math. ReST supports math-
ematical formulas as well, either in math:: blocks or inline with :math:‘...’.

2.3 Documentation systems

In this section, we will discuss documentation tools used for the documentation of scientific
code. A similar discussion has been done to choose a documentation system for Hexatomic
[DKLB23], and it is available as part of the project meta-documentation5.

Typically, every community centered on a specific programming language has developed their
own documentation generation tool.

4 Even established journals such as the Journal of Open Source Software [JOS] - particularly relevant for the RSE
community - uses it.
5 https://hexatomic.github.io/about.html
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Doxygen [vH] is the main documentation tool used in the C/C++ community. There is support
for other languages as well (most notably FORTRAN), although with some limitations.

The syntax used by Doxygen can be described as roughly Markdown with custom additions.
There is a variety of output formats available, including XML, which allows Doxygen to work as
a front-end of a more complex tool chain (most notably, this allows Doxygen to interoperate with
Sphinx through the Breathe plugin [J+], which also allows for ReST in the Doxygen markup).

One of the most useful features of Doxygen is the ability to generate API reference documen-
tation that includes information extracted from the comments in the code and from the code itself.
Doxygen can also render static call graphs and representations of class hierarchies. As an exam-
ple of scientific code documentation that uses Doxygen, please refer to the already mentioned
deal.II documentation at the dealii.org website6.

Sphinx [B+] has typically been used in Python projects. It typically supports reStructuredText
via Docutils[GGM+], but it has recently started supporting MarkDown as well (in the specific
MyST flavor - supported by the Executable Books Project7). Sphinx can also render Jupyter
notebooks and include them in the generated documentation (via the nbsphinx plugin8, which
is Pandoc [Maca] based, or MyST-NB9). As examples of this, see the documentation of the
Parafields package [KKK+23] and of the py4dgeo package [pDCT23]. Like Doxygen, Sphinx
is able to generate API reference documentation including information parsed from the code and
the docstrings. This can be done natively for Python code, and with the appropriate plugins
source code written in other languages can also be processed in a similar fashion. Thanks to
Breathe, it can be used to produce documentation from sources originally parsed with Doxygen.
Sphinx can produce output in a variety of formats, including LaTeX and HTML. For HTML there
is a vast choice of themes that might improve the accessibility and readability of the produced
documentation.

MkDocs [C+] is a static site generator that uses Markdown input. A popular framework built
on top of MkDocs and its ecosystem is Material for MkDocs [Don]. The MkDocs ecosystem also
includes plugins to generate API references from the code and the docstrings [Maz], supporting
different languages with various degrees of maturity. MkDocs can also render Jupyter notebooks
and include them in the generated documentation (thanks to the mkdocs-jupyter plugin10). There
are efforts to integrate it with Doxygen (e.g., MkDoxy [And]).

Documenter.jl [Jul] is a Julia package geared towards the documentation of Julia code designed
with the “batteries included” philosophy in mind, in the sense that it does not only take care of
rendering the documentation (also generating API references by extracting information from the
source code) but also provides functions for, e.g., automatic deployment to GitHub and GitLab
pages.

In order to render the documentation for a R package into a static website, the pkgdown
[WHS+24] utility can be used, designed as well with extreme convenience for the user in mind,
as it even includes functions to automatically deploy static documentation to GitHub pages. At
a lower level, Rdconv is used to produce documentation in various output formats starting from

6 https://dealii.org/developer/doxygen/deal.II/Tutorial.html
7 https://executablebooks.org/en/latest
8 https://nbsphinx.readthedocs.io/en/latest/
9 https://myst-nb.readthedocs.io/en/latest/
10 https://mkdocs-jupyter.danielfrg.com/
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.Rd files11, which can also be generated automatically from comments in plain R source code
by roxygen2 [WDCE24]. Long-form guides for a R packages are usually created in the form of a
vignette. The functions for rendering and manipulating vignettes are part of a basic R installation.

The standard Rust distribution includes Rustdoc12, which can be used both to generate doc-
umentation from standard MarkDown files (CommonMark) and API references extracting doc-
umentation from the source code. For higher-level documentation mdbook13 can be used, also
for non-rust projects: an example of this in the context of research code is the documentation of
Hexatomic [DKLB23].

Code documentation can also be written using a literate programming-like [Knu92] paradigm,
which offers another solution (alternative to in-code content) to the problem of documentation
maintainability. With Rmarkdown and Jupyter Notebooks, such an approach can be imple-
mented, and it makes Tutorial Driven Development [Woo] practical. This approach does not
focus on extracting documentation from the source code, and can be seen as complementary to
in-code documentation.

Rmarkdown [AX+] is a tool primarily used in the R community (although also other languages
are supported) also in package vignettes. While the execution of code in a Rmarkdown document
is delegated to the knitr package, the rendering of the document itself is performed by Pandoc
[Maca]. For this reason, the input format is Pandoc-flavored Markdown. Rmarkdown files can
also be used in the documentation of R packages, especially in vignettes.

Jupyter Notebooks [Pro] can also be used to document code in a literate programming fashion.
A notable difference with the tools mentioned so far is that although Jupyter Notebooks can be
still be modified with a simple text editor (being JSON documents), it is rarely practical to do so,
and editing (and execution) is usually done from within a browser connected to a running Jupyter
(or Jupyter Lab) server. Jupyter can be used for any programming language for which a proper
Jupyter kernel exists (most notably, Python, Bash, C/C++ via xeus-cling14 [MCRQ],[VCN+12],
as well as R and Julia). As mentioned before, Jupyter notebooks can be included as part of the
documentation generated by Sphinx or MkDocs.

The Julia community has a number of options when it comes to literate programming. In
addition to Documenter.jl, Pluto.jl [P+] offers a way to develop notebooks which are also reactive
(see reactive programming15). Literate.jl [E+] is also an implementation of literate programming
for the Julia language, which can generate Markdown or Jupyter notebook files out of plain
(commented) Julia code.

Hosting documentation can also be done in a so-called “wiki” connected to the code reposi-
tory, which can be activated on GitHub16 and GitLab17, among others. The content in the wiki
can typically be edited from a web interface, which makes them easy to use. In the GitHub and
GitLab incarnations wikis consist of, under the hood, git repositories, and thanks to this many
of the tools and formats that are used to write documentation bundled with the code can also
11 https://rstudio.github.io/r-manuals/r-exts/Writing-R-documentation-files.html
12 https://doc.rust-lang.org/rustdoc/index.html
13 https://rust-lang.github.io/mdBook/
14 https://github.com/jupyter-xeus/xeus-cling/tree/main
15 https://en.wikipedia.org/wiki/Reactive programming
16 https://docs.github.com/en/communities/documenting-your-project-with-wikis/about-wikis
17 https://docs.gitlab.com/ee/user/project/wiki/

6 / 26

https://rstudio.github.io/r-manuals/r-exts/Writing-R-documentation-files.html
https://doc.rust-lang.org/rustdoc/index.html
https://rust-lang.github.io/mdBook/
https://github.com/jupyter-xeus/xeus-cling/tree/main
https://en.wikipedia.org/wiki/Reactive_programming
https://docs.github.com/en/communities/documenting-your-project-with-wikis/about-wikis
https://docs.gitlab.com/ee/user/project/wiki/


ECEASST

Tool Documentation
Language(s)

Parsed languages
(API Ref generation)

Search capabilities

Doxygen • MarkDown
(own flavour)

• ReST
(Breathe+Sphinx)

• C/C++
• Fortran (limited)

• Limited keyword based
client-side

• Full-text server side
(custom library18 )

Sphinx • ReST (Native)
• MarkDown

(MyST)
• Jupyter Note-

books

• Python
• C/C++

(with Doxy-
gen+Breathe)

• Limited keyword based
client-side
(custom library)

• Full text server side
provided on readthe-
docs.io

MkDocs • Python-
MarkDown

• Jupyter Note-
books

Python
(via mkdocstrings 19)

search plugin20 for client-
side (lunr.js)

Documenter.jl Julia-MarkDown Julia client-side
(minisearch.js)

Pkgdown • RMarkdown
(Pkgdown)

• LaTeX-like
(Roxygen2 and
Rdconv)

R
(via Roxygen2
and Rdconv)

• web based client-side
search
(Pkgdown - using
fuse.js)

• (RStudio)
Rustdoc MarkDown

(CommonMark)
Rust custom library

mdbook MarkDown
(CommonMark)

client-side
(elasticlunr.js)

Table 1: Comparison of the HTML documentation generation tools mentioned in the text.

be used with wikis. But - crucially - wiki repositories are completely separate from the ones
they are supposed to document, whereas having documentation and code in the same repository
would make it much easier to keep both in sync using version control and automatic testing when
possible. Moreover, not all wiki systems support the same formats, which means that choosing
a particular one might result in a vendor lock-in.

18 https://www.doxygen.nl/manual/searching.html
19 Parser for different languages exist with different levels of maturity (https://mkdocstrings.github.io/ )
20 https://www.mkdocs.org/user-guide/configuration/#search
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2.4 Making documentation accessible and convenient: hosting, searching and
measuring

While it is possible to distribute documentation with the code and generate it as part of the code
building process, it can be useful to make it accessible from the web. Most of the documentation
systems mentioned above can produce static HTML websites that can be conveniently hosted on
different platforms with little server-side computation and no server-side programming required.

One of the most know services to host documentation is ReadTheDocs21. This platform can
interact with various Source Code Management Service (SCMS) via web hooks, building and
deploying the documentation after each push to the SCMS. The configuration for these steps is
contained in a YAML file called .readthedocs.yaml.

It is also possible to host the documentation as a static website directly on GitHub or on the
GitLab instance where the code resides, using GitHub actions (optionally) or GitLab CI/CD
respectively to build the documentation static web pages, and GitHub pages or GitLab pages
respectively for deployment.

On github.com, the pages feature needs to be manually activated. A GitHub Action workflow
needs to be defined for the generation of the documentation, unless Jekyll22 (a general-purpose
static site generator based on the Ruby stack) is used for this task.

On a GitLab server, the page feature needs to be activated by the administrator and a CI job
needs to be configured (a guided setup is available).

A very important part of making documentation convenient to use is having a search option.
The fact that typically documentation is deployed as a static website means that back end pro-
gramming is then avoided. Either searching capabilities are somewhat limited because of this, or
the search logic needs to be implemented on the client side. (however, readthedocs.io provides
server side search23 to static documentation). The benefit of client-side search is that it can also
be performed while offline, if the documentation is generated locally. Notice though that good
client side search requires the whole text content of the documentation to be made available
on the client side, no matter what page is viewed, and for slow internet connections (or large
documentation corpora), this can be a problem.

There are differences in the client-side search functionality provided by different tools. Some
only provide a keyword based search, while others are bundling a Javascript search library. The
capabilities might change in different releases of the tool, but are generally better then a pure
keyword based search. For a full overview, including server-side capabilities (if provided), see
table 1.

An alternative to providing search capabilities is to rely on the indexing by external search
engines (as for example the Programmable Search Engine24).

Relevant to this topic are also recent advancements in Large Language Models in AI fields,
primarily Retrieval Augmented Generation (RAG) [LPP+21], which can be used to create chat
bots that can answer questions starting from a documentation corpus and a pre-trained Large
Language Model (LLM). Fine tuning of the LLM is also possible, but it is much more computa-

21 https://readthedocs.com/
22 https://jekyllrb.com/
23 https://docs.readthedocs.io/en/stable/server-side-search/index.html
24 https://programmablesearchengine.google.com/about/
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tionally expensive and retrieval-based memories present important advantages over fine-tuning
(see [LPP+21] and references therein for a more complete view of the topic).

Hosting the documentation at a publicly accessible internet address can also permit the mea-
surement of the user interest in each page and of the user interest in search terms. This informa-
tion can help in the development and the maintenance not only of the documentation, but also
of the software. Readthedocs.io has a search and traffic analytics feature25. As an alternative to
using ReadTheDocs.io as a host, it is possible to activate external analytics services (e.g., Google
Analytics et similia). A further alternative, if available, could be analyzing the web server logs
to shed some light on the usage patterns.

2.5 Automated testing of documentation

Maintaining the documentation in sync with the software it is supposed to document is usually
a challenge. Similar problems, with additional challenges, apply to the documentation of a
facility (e.g, a HPC system). The parts that are usually easier to test in the documentation are
the executable ones, i.e., the commands and the code blocks given as examples. A meaningful
testing strategy needs to check that these run without errors, and when their expected output is
reported in the documentation, that it reasonably matches the “real” one produced in the tests.
This brings some challenges, typically (not all of these might always apply):

• define proper equivalence between expected and real output (this might require, e.g. use
regex patterns or ellipsis);

• perform setup and tear down of the test cases (that is, perform those steps necessary to
prepare the execution of the test case and to clean the state after its execution, when the
description of these steps does not fit in the flow of the documentation);

• preserving state between code blocks;

• define the correct environment for the tests to run (e.g. machine, path, user, environment
variables);

• extracting the code snippets from the documentation and test them (or associate the test
cases with the right code snippets in the documentation)

Additionally, we would still like to detect issues with non-executable parts of the documentation
(e.g., checking that all links are functional, checking spelling).

Over time, different communities have come up with different solutions for this problem.
The Python standard library includes doctest [Pyt], which can be both used to detect and test

code blocks running the code and comparing results written in a documentation file as interactive
session examples. It can equally detect and test such examples in the docstrings inside source
code. It provides also limited ways to deal with the problem of proper equivalence of output.

The already mentioned Documenter.jl package [Jul] offers the same capabilities for Julia.
Every example code block annotated with jldoctest will be tested. Labeling example code

25 https://docs.readthedocs.io/en/stable/guides/content/index.html
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blocks allows to keep state between them. A customizable filtering mechanism is available to
make sure that only the relevant part of the output is checked.

In the case of compiled languages, Rustdoc and mdBook offers similar features for the Rust
programming language, with a different set of limitations (for example, it is not possible to keep
state between different code blocks). Documentation generated by mdBook allows the the user
to execute code snippets embedded in it (which is performed on a remote server) with the press
of a button, which can be convenient to manually test the correctness.

An alternative which requires more tooling and configuration is the combination of Jupyter
notebooks and nbval [LCA+], resorting again to literate programming. With this approach, the
documentation can be written in Jupyter notebooks. Hidden cells can be used to set up and tear
down test cases (cell hiding relies on nbconvert26 and it is done via tags27). nbval [LCA+] can
then be used to execute the notebook and check that the output matches the expected one, and
REGEX output sanitizing28 can be used to address the problem of equivalence of output. The
notebooks can be integrated into MkDocs-based29 or Sphinx-based30 documentation corpora.
This approach can work for any language for which a Jupyter kernel implementation is avail-
able. Python examples can be found in the documentation of Parafields [KKK+23] and py4dgeo
[pDCT23].

A less customizable form of documentation test is available with the IPython Sphinx Di-
rective31, which allows to include IPython interactive sessions in Sphinx documentation. The
extension can execute the code and compare the real output with the one saved in the document,
and/or save the real output into the document.

Tooling is also available for automatic spellcheck (e.g., Aspell [A+] and Hunspell [NHM+]),
which have been wrapped in Python packages and in GitHub actions.

3 Testing

Testing is an integral part of software development, as it ensures, that results are and stay correct
over time and further development.

Automated testing is a crucial tool to ensure stability, which has been proven to be essential to
guarantee a sustainable development pace in the software industry [FHK18].

In order to understand the field of testing better, tests can be categorized in two independent
dimensions. One dimension is the scope of what is under test, the second dimension is how the
test works, so the type of test used. Many combinations of these dimensions are possible, so that
different scopes can be tested with different types of tests. A recommendation on where to put
most emphasis on can be found at the end of this chapter.

Apart from the two dimensions of tests, it is important to execute the tests frequently. There-
fore, it is advised to include them in Continuous Integration.

26 https://nbconvert.readthedocs.io/en/latest/
27 Tag management within the Jupyter web interface can be cumbersome in some version of Jupyter.
28 https://nbval.readthedocs.io/en/latest/#REGEX-Output-sanitizing
29 https://github.com/danielfrg/mkdocs-jupyter
30 https://docs.readthedocs.io/en/stable/guides/jupyter.html
31 https://ipython.readthedocs.io/en/stable/sphinxext.html
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An important concept when dealing with tests is called test coverage. It reports the fraction
of code that is executed when running the tests and where blind spots of the test suite are. There
are multiple metrics for this concept. The most commonly used metric measures how many (and
which) lines of code were run. When a line of code is executed at least once32 during the run
of the test suite, it is considered covered33. The ratio of the number of covered lines over the
total number of lines in the code (excluding comments and empty lines) is the line coverage, but
usually called test coverage.

Although test coverage is very convenient to measure, it is not perfect as a metric for testing
completeness. In particular, while low test coverage definitely means that the code is not ade-
quately tested, even 100% test coverage is not a guarantee of testing completeness, as only parts
of a line need to be executed for the line to be counted as covered. An example is the use of
a logical or, where the first part is true. This means, that the second part does not need to be
evaluated anymore and is often skipped. Therefore, the line is covered, but not everything of that
line was tested.

Nevertheless, this metric is helpful, as it helps to get an overview of how much code is tested
in an easy, fast, and straight forward form. Although there are multiple other metrics available,
the line coverage is still the one used in most cases.

3.1 Motivation for automated testing

The main motivation for writing tests is to avoid bugs (or unintended behavior of the code in
general). The main reason for avoiding bugs is to be able to rely on the code returning correct
results necessary for correct scientific conclusions.

Furthermore, since execution typically happens in a well-defined and documented environ-
ment and way (avoiding the inevitable fuzziness that is introduced by manual interaction), auto-
mated testing is important to ensure getting the same results for the same inputs, which is crucial
when the code is developed further and extended or updated. Therefore, the tests should be car-
ried out every time the updated code is pushed to the server. This is crucial for the reproducibility
of scientific findings. Also, tests are important to find out if results depend on external param-
eters that can differ across installations (e.g. hardware or software versions). This also includes
the check on if the code still works as expected with the most recent version of the dependencies
used, as these are often the versions that are installed by default when someone else installs the
code. Therefore, these tests are also crucial to ensure that other scientists are able to reproduce
the claimed findings and can validate them.

The last large reason for automatic testing is to check if current changes in the code changed
the behavior at another place in a way that was not intended. So checking examples from many
(ideally all) places of the code is important to do repeatedly during development. It is important
to detect bugs early in the development process, as it often is much more difficult to revert at a
later stage in development [Pla02, Bec99].

32 Some tools can measure coverage at a finer level, e.g. statements instead of lines, which is required for proper
branch coverage assessment.
33 These mechanisms can also be used to detect dead code that can be safely removed.
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Unit Tests

Integration Tests

End-to
-End Tests
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20%

10%
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scope

Large
scope

Rather
fast

Rather
slow

Figure 1: Testing pyramid differentiating by scopes of tests. Based on [Wac].

3.2 Scopes of testing

Tests can be categorized by the scope. The scope can range from checking the correctness of
a single function to the whole codebase of a project. The following sections describe different
scopes of tests and give recommendations from [Wac] on where to put emphasis on. This is also
visualized in Figure 1.

It shows that the emphasis should be put on Unit tests, testing a single function. Integration
tests check if individual units work together as expected, but check that for only few units at a
time. End-to-End tests are designed to mimic the user and check the full system.

Those scopes of tests will be introduced more in the next paragraphs.

3.2.1 Unit tests

The Turing way [The] defines a unit test as

A level of the software testing process where individual units of a software are
tested. The purpose is to validate that each unit of the software performs as de-
signed

A unit of code usually consists of one or multiple inputs and one output [The]. In most cases,
a single function is in this scope.

As already stated by the Turing way, the goal of these tests is to check (and validate) that a
single unit performs as expected.

The main reasons for these kinds of tests are the (normally) fast execution and little (ideally no)
external dependencies. External dependencies in this context refers to dependencies at run time.
This is not about installation of needed packages/modules, but rather about the use of network
or web resources. Tests without external dependencies at run time are also called hermetic. As
unit tests have little external dependencies, they are more stable and reproducible. And as the
amount of covered code is smaller, it is easier to find the error, if the test fails.
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Because of these advantages [Wac] recommends to focus on unit tests and states that around
70% of all tests should be unit tests. In order to achieve this, specific care might need to be
applied in designing the code so that it is easy to test at the unit level. In particular, techniques
that permit inversion of control might be needed to isolate the logic at the top of the function call
hierarchy so that it is possible to test them with unit tests.

In Test-First development approaches unit tests become a part of the design process. Writing
the tests first forces the developer to focus on the testability of the design right from the start,
leading to higher coverage with unit test.

In particular, separation of concerns in its various aspects (e.g., the SOLID principles [Mar03])
can help in designing code that can be unit-tested effectively. For an introduction to proper
software design practices in the context of Research Software Engineering please refer to the
work of SURESOFT [BDF+22].

3.2.2 Integration tests

In Integration tests “two or more units are tested to make sure they interoperate correctly”
[BBGT21]. Usually only a few units are combined for these tests. Most of the time the in-
teraction between two units is tested.

As these tests combine multiple units, the tests are usually slower than unit tests and errors
are harder to localize if no additional unit tests check the correctness of the individual units in
question.

The recommendation by [Wac] is to have approximately 20% of all tests be integration tests.
Notice that often for this kind of tests real external resources are needed, making the tests

more prone to flakiness and unexpected sources of error outside the own codebase (e.g., network
issues). A way to limit the number of integration tests needed (testing the same functionality
with a unit test instead) is to use Mock-ups. Mock-ups are dummy implementations that mimic
the behavior of the real code used in production. See [MFC01, SABB17] for an empirical study
of the use of mock-ups.

3.2.3 End-to-End tests

These tests are also often called E2E tests, system tests, or application tests. They test not a single
function or API and not the interaction on a few units, but the system as a whole. These tests
are much closer to how users will use the software in reality [Wac], making them an important
part of a test suite of the codebase. However, as they test complex systems, it is hard to find
errors if these tests fail and no other hints are given (e.g., by failing unit or integration tests).
Furthermore, these tests are often more time-consuming than unit or integration tests. Because
errors are harder to track, it is important to accompany end-to-end tests with any unit and some
integration tests to point to a direction on where to look for the source of the error.

As they are not hermetic (nearly by definition) more sources of error outside the own code
influence the result of the test more issues can be found but also not all the found issues can be
reproduced or even solved.

Because these tests take most time and the errors are harder to track, the recommendation by
[Wac] is to only have around 10% of all tests be end-to-end tests.
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As some pieces of software expose a graphical user interface (GUI), this also needs to be
tested. A popular package for testing web-based GUIs is selenium34. This can be used to check
if steps on the website result in the expected reaction. However, it is still recommended checking
most of the code with unit-tests that directly use the functions of the code instead of testing via
the GUI. Then, the end-to-end tests via the GUI are a good extension.

3.3 Types of tests

Another way to differentiate tests is not by scope (as in the previous section), but by the type
of test. From the different types, a subset of four of the most important ones shall be discussed
here.

In the following paragraphs, single test cases will be discussed first, followed by property
based testing and fuzzy tests. Finally, mutation tests will also be touched upon.

The order of the following corresponds to increasing complexity, and it is recommended to
start with the earlier approaches before using the later ones.

3.3.1 Single test cases

These tests run the code for a specific value of input and compare the calculated result with a
predefined output.

This approach can be followed for simple inputs (as it would be done in a unit test) as well as
for testing cases with complex inputs (or complex input data sets). As the calculated result shall
be identical to a predefined one, it is also comparatively easy to use this approach with result
files. In the case of using result-files, special care should be taken that no frequently changing
data (as e.g. time stamps) is included in the result files that are compared, as this leads to false
positives in error detection.

This test type has many names that are used in different context. A notable example are Golden
master tests which are the recommended technique to increase test coverage for a legacy code
base [Fea04].

A drawback of this approach is that the tested scope is rather limited. This is because the
correctness of the code is only known for a single input (i.e. the example used). So other edge or
corner cases are not tested and may still be treated incorrectly.

3.3.2 Property based tests

In Property-based testing (or Property testing) attributes (or properties) of outputs and inputs are
tested instead. Following a specification, a generator, or a “strategy” is used to create automati-
cally test inputs that are fed to the code under test, and it is checked that the required properties
hold for all outputs (or for all input-output pairs).

The results often cannot be specified as precise numbers but rather in terms of attributes (or
properties) as well. These attributes are then checked by the tests for all created input data. The
simple test cases can be kept as examples, so that the tests do not need to be duplicated. The
strength of this approach is that typically the strategies for generating test cases prioritize edge

34 https://www.selenium.dev/documentation/
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and corner cases. Compared to single test cases, the advantage here is that many more inputs are
tested and this often leads to raising (and therefore finding) additional errors in the code.

A downside of this approach is that most of the time it is more cumbersome to define the
properties of created inputs than to create examples yourself. However, this process also often
forces thinking about the specific required properties of input and output data on a more abstract
level than just to think about the result for a single input. Another downside is that often it is not
increasing line coverage, as it extends single test cases rather than replacing them. Therefore, it
is more work and can give more confidence in the correctness of the code, but it rarely increases
the test coverage.

More information on the idea and the concept of property based testing can be found in the
documentation of a python package providing that functionality [Macb] as well as in an interview
[Sch].

3.3.3 Fuzzy tests

Fuzzy testing focuses on discovering bugs (or vulnerabilities) that make the software crash. The
approach of fuzzy testing is similar to property based testing (vast amounts of input are automat-
ically generated) but uses a much more diverse input for the code and tests the output in a less
strict way. The benefit is, that more user- or interaction errors can be found, but they are often
found when and if the code fails. So the testing of results is more difficult or even completely
skipped. Instead, it is tested if the code fails gracefully or just crashes for unexpected inputs.
This approach is sometimes also called a smoke test, as it just checks if the code bursts into
smoke when run.

A nice comparison between property based testing and fuzzy testing can be found in the blog
post by the developer of a tool for property based testing [Macb].

3.3.4 Mutation tests

Mutation testing is an additional approach that can be used to assess the effectiveness of a test
suite (alternative, or complementary, to measuring test coverage). A package for mutation testing
[Kep] phrases it as follows: “Essentially, mutation testing is a test of the alarm system created
by the unit tests.”

In the so-called mutation tests, the code is slightly modified, and the test suite is run against
the mutant (the mutated code). It is expected that now at least one test fails, as otherwise it means
that the tests are not sensitive enough to detect this change. If this change is undetected it may
occur in the future, that this change is introduced by accident and the tests would not detect this
wrong change.

Therefore, this approach tests how good the actual test coverage of the codebase is. It gives an
even more specific picture than a report with line coverage, as an executed line may be modified
without a test recognizing it. However, it only makes sense to start with mutation tests if the test
coverage is high. This is because a change in an uncovered line will not be detected for sure, as
that line was not even executed for the tests.

More information on the general idea of mutation tests can be found in early papers of the
development of mutation testing from the 1980s [BLDS78, DLS78].
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Table 2: An overview of commonly used frameworks or packages for multiple tasks related to
testing. Where the cells of the table are empty, the authors are not aware of any popular or
frequently used package.

Single case Mocking Property based
testing

Mutation
testing

C++ Catch235 &
GoogleTest36

GoogleTest rapidcheck37

Java JUnit38 Mockito39 jqwik40 &
junit-
quickcheck41

Pitest42

Julia Test.jl43 (builtin) Mocking44

Python Pytest45 &
Unittest46

unittest.mock47 Hypothesis48 Mutatest49

R testthat 50 testthat 51

Rust Cargo tests
(builtin)52

Mockall53 Quickcheck54 &
proptest55

Cargo-mutants56

3.4 Popular frameworks for testing

There are commonly used frameworks for testing for nearly all programming languages, that are
frequently used in Research Software Engineering. Some frameworks shall be highlighted here
together with some recommendations for what they can be used well.

Table 2 shall give some hints on frameworks to use for different aspects of testing depending
on the programming language used in the project at hand. For a few combinations of types
and programming languages, no popular frameworks could be found. Those combinations are
left empty. Also, for some combinations, there are two popular frameworks. In those cases,
it is recommended to have a look at both to determine which one suits the own needs better.
Often, there are comparisons of the two frameworks in the docs of each of them. Because of
the multitude of frameworks, the individual entries of the table are only named and links are
provided for further reading and usage. However, the frameworks are not discussed or compared
here, as this is beyond the scope of this publication. Additionally, a comparison is of little benefit
when comparing frameworks for different tasks or in different ecosystems.

The differentiation is done by types of tests. Often, the different scopes of tests (Unit tests,
integration tests, End-to-End tests) can be done with the same packages if they are conducted as
the same type of tests.

An exception to this is the column of mocking, as this is no separate type of test, but rather an
additional tool mostly used when running integration tests.
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3.5 Summary

In summary, it proved useful to focus the testing on unit tests, with some integration tests and
even fewer system tests. This provides a good combination between speed and accuracy of
pinpointing bugs (via the unit tests) and find errors that occur from the interaction between
multiple parts of the code (via integration and system tests).

A simple way to start the test suite is to use end-to-end tests that often already exist. Although
sometimes these tests are performed by manually doing multiple actions after each other. These
steps can be put into scripts to increase the level of automation and reproducibility. However,
as these end-to-end tests normally do not show where or why code failed, adding unit tests is
important.

The recommended approach is to start testing with single test cases that test the code for a
few specific examples. This can then be extended to also include property based testing to find
unexpected behavior for edge and corner cases. Fuzzy testing helps to find severe errors (making
the code crash) when confronted with unexpected input. It normally does not, however, check
for correctness. When the test suite is in place, the test suite itself can be tested looking at the
coverage metric and with mutation tests. These will highlight where changes in the code stay
undetected, i.e., where more tests should be added.

4 Workflow management

When a code base becomes large, so should its test suite. Consequently, the full test suite takes
more time and resources than desirable for running on every change.

This resource use can be mitigated by managing multiple pipelines and workflow layers that
run at different points in time. In the following, we will take a more detailed look at the typical

35 https://github.com/catchorg/Catch2
36 https://google.github.io/googletest/
37 https://github.com/emil-e/rapidcheck
38 https://junit.org/junit5/
39 https://site.mockito.org/
40 https://jqwik.net/
41 https://github.com/pholser/junit-quickcheck
42 https://pitest.org/
43 https://docs.julialang.org/en/v1/stdlib/Test/
44 https://juliahub.com/ui/Packages/General/Mocking
45 https://docs.pytest.org/en/stable/
46 https://docs.python.org/3/library/unittest.html
47 https://docs.python.org/3/library/unittest.mock.html
48 https://hypothesis.readthedocs.io/en/latest/
49 https://mutatest.readthedocs.io
50 https://testthat.r-lib.org/
51 https://testthat.r-lib.org/reference/local mocked bindings.html
52 https://doc.rust-lang.org/book/ch11-01-writing-tests.html
53 https://docs.rs/mockall/
54 https://github.com/BurntSushi/quickcheck
55 https://github.com/proptest-rs/proptest
56 https://mutants.rs/
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problems with testing large code bases, look at the analytical side of reducing complexity and
finally at the technical side of splitting up the test suite.

4.1 The problems in more detail

Most software does not run in isolation, but depends on the operating system, other software
libraries and often a compiler or interpreter.

It is often advised to capture the computational environment in some way. To this aim, there
are different tools available, ranging from language-specific package managers to containeriza-
tion solutions (e.g., Docker/OCI and Apptainer) [The].

This is an important approach to ensure the reproducibility of specific scientific findings and
a convenient way to distribute software even in some HPC contexts57, but a software package
that can be built and run correctly in all relevant environments (thus placing fewer requirements
on its users) can benefit from a larger adoption, can gain performance from better hardware and
libraries, can interoperate with more software, especially with more recent (and likely, better)
software.

Thus, even if we could, we should not “ship our workstation” to the users of our software.
Consequently, we should also test for the relevant combinations of all the aforementioned op-
tions. Typically, this means at least one test run for each operating system.

Let us look at the following example and how many combinations we get. We want to be able
to build on Linux, MacOS and Windows (3 combinations), since system libraries may behave
differently [Gal19]. On each we want to test with different versions of our compiler or interpreter.
Let us take the three most recent ones, which means 9 combinations to test and build one version
of the software with one version of each used library. Additionally, we might want to test against
multiple versions of important libraries, with different build systems (e.g. Make, Ninja), with
different compiler families (e.g. GCC, Intel, Clang) or interpreters (Python, PyPy). We might
also have different combinations of libraries to use or build with. A common example would be
different types of parallelism, e.g. sequential or parallel with shared memory (e.g. OpenMP) or
distributed memory (e.g. MPI).

The ideal case that gets taught in most introductions is to run the full test suite on each and
every pull request (or merge request on some platforms). This avoids relying on developers
to run the test suite before integrating their changes and catches many bugs before code gets
integrated into the main branch. It also helps reviewers to decide whether or not to integrate the
change. The possible downside of this approach is that, typically, every small change during
review automatically triggers the test suite to run completely. It might be possible to prevent this
behavior, but that might lead to untested code being merged, so it should be done with caution.

From the point of view of computing resource usage this means that we hit the limit of either
our payment plan on a public hosting service (in terms of concurrent jobs or minutes), or our
own hardware for self hosted services, e.g. GitLab, Jenkins CI. Additionally, we might not want
to allow every pull request (PR) to automatically run on our own hardware to prevent misuse.

57 https://catalog.ngc.nvidia.com/containers
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4.2 Reducing complexity

By surveying the needs and customs of the user community we can address the problem of
combinatorial explosion. For example, a large part of the community might use a specific Linux
distribution and the software versions of libraries provided by its package manager making it a
natural candidate for regular tests.

Of course this requires interacting with the user community to know their needs sufficiently
well. When it comes to research software we can also help our chances in discovering the users
and use cases by making the software citable, for example with a DOI by publishing on Zenodo
and/or writing a software publication. Additionally, a CFF file58 can help users with knowing
how to cite the software.

When it comes to the complexity of the test suite itself, we can use common tools around test-
ing. Profilers allow us to see which functions are called regularly and how long their execution
takes, giving us an idea about the importance of functions as well as the time it would take to
test them. Code coverage tools can not only tell us the total coverage of all tests, but also the
coverage of a subset. While this metric does not guarantee that all parts of each line are tested,
as discussed in 3.3.4, it can still inform us when constructing a subset that is covering enough of
the code base at minimal run time.

Proper design (or refactoring) of the software can also help in reducing the number of tests
needed, if the software can be factored reliably into components with sufficiently low coupling.
Abstraction techniques could be limited by performance requirement in some applications.

4.3 Layering test suites

Now that we have some idea about what to test regularly on which configuration we can look at
how we actually divide the work into multiple layers.

The most important layer for core functionality is a test run automatically on every single pull
request. Apart from functional tests this is usually a good place for examining code formatting,
linting and documentation as well.

A second layer can be again at the PR stage, but only after a first review. This prevents test
from being run unseen on our own hardware and there are multiple ways to achieve this. A job
could be set to manual, but that would require manual restart after every iteration of the PR.
Alternatively, we can use conditional expressions in the job configuration to steer this, e.g. with
labels and a corresponding statement of the form
if: ${{ github.event.label.name == ’ready to test’}}.
After human inspection this label can be set on the PR and trigger multiple jobs to run.

The final layer can be a dedicated regression testing server. The consequence of having mul-
tiple layers (that is, not running all the tests every time) is that errors can be incorporated into
the code base without immediate detection and only noticed when the tests in further layers are
run. Regression testing is about tracking the status and history of the all tests in the test suite.
Therefore it helps with knowing if a change introduced a test failure, did not change the results
or fixed a previously failing test. Dedicated dashboard tools like CDash can be hosted to display
regression results in a useful manner. Test servers will run tests on a fixed schedule, independent

58 https://book.the-turing-way.org/communication/citable/citable-cff.html
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Figure 2: Example workflow for a layered approach.

of individual pull requests, and communicate the results to the dashboard instance. Often the
tests are set to run only on the newest available commit. When a test fails, the test run history
allows the dashboard server to see if this is a new problem. A test server can then be notified to
search for the actual commit where the error was introduced, by doing a targeted run of only the
failing tests. Additionally, this allows the server to see if a previous error was fixed in the newest
commit. All this information can then be bundled and used to notify developers of failing tests
or resolved issues on configurations that have not been tested in the earlier stages. To sum up
this layered approach, Figure 2 shows an example workflow starting from a new pull request.

4.4 A concrete example: deal.II

An open source project that uses all the previously described layers is deal.II [ABD+21]. When
you open a pull request, multiple GitHub actions start:

• Static checks: clang-tidy, clang-format, Doxygen documentation.

• Linux: GCC, GCC+MPI, Intel compiler, CUDA, CUDA+clang

• MacOS: GCC, GCC+MPI

• Windows: MSVC

After review one of the principal developers sets a ‘ready to test’ label and a server running
Jenkins starts full test suite runs for Linux with GCC, GCC+MPI and CUDA as well as a test on
MacOS.

Finally, CTest servers run the full test suite on each of the 23 different configurations and put
their results on the CDash server59. If a test fails, a pinned issue is automatically opened on
GitHub with the following information:
59 https://cdash.dealii.org/index.php?project=deal.II
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• Current and previous revision (run+commit hash) with link to CDash results.

• Fails and warnings with respective configuration

• Pull requests that might be responsible, pinging the accounts responsible for creating and
merging the request.

When a new revision fixes all errors noted in the issue it will be closed automatically and simi-
larly reopened when it was closed and an issue still persists.

5 Summary and outlook

This paper gave an insight on approaches to deal with the increasing importance and increas-
ing complexity of research software, by applying different techniques from Research Software
Engineering.

As good documentation is vital to understand the intention, the structure and the implementa-
tion of the code, it is important for it to be well readable and up-to-date. The approach of in-code
documentation helps to keep it in sync with the code. It was shown how to include documenta-
tion in the codebase and multiple frameworks have been introduced. All these frameworks have
their unique combination of features, so the one can be chosen that matches the own require-
ments best. These requirements can be the programming language that is mainly used, but also
features or plugins that provide additional benefit and are available for some frameworks.

In order to increase reproducibility and to find errors early in development, testing is impor-
tant when writing or changing research software. These tests should be run frequently (ideally
automated) to find changes early, as this makes fixing mistakes easier, than if they go unnoticed
for long time. The focus should be put on fast and more specific tests (unit tests) compared to
tests that mimic the users better, but take more time and give less specific information on where
a found error originated from (as is the case for system tests). Tests (in particular, end-to-end and
integration tests) can also be valid examples of use of the software, and represent an important
form of documentation which is more rigorous and easier to maintain.

For larger codebases the complexity of the test suite itself or the number of environments to
test the software in can become quite large. This complexity has to be managed and approached
both analytically and practically. The analytical side focuses on figuring out the integral parts of
the software that have to be tested on every change to the codebase as well as choosing the most
important environments to do these integral tests in. Since this may prevent errors from being
caught right away, the practical side focuses on frequently running the full test suite on more
environments.

Proper software design practices can also ease the testability of the code, reducing the reliance
on end-to-end tests, the complexity of the test suite and cost of running it (although performance
requirements can pose challenging constraints on the available techniques).

With the introduced techniques the authors aim to assist scientists to increase the usage of
good practices when developing scientific code. The tools mentioned are (by far) not a complete
list, but shall show the diversity of tools available and shall give hints on what category of tools
to look for if the mentioned tools are not suited or not sufficient for the own codebase.
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